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Abstract— The past few years have witnessed the drastic increase of mobile apps providing various facilities for personal and 

business use. The proliferation of mobile apps is due to billions of users who enable developers to earn revenue through 

advertisements, in-app purchases, etc. Whenever users install a new app, they are under the risk of installing malware. Unlike 

desktop apps, mobile apps can have the privilege, after declared (e.g., in Manifest file of Android platform), to access sensitive 

information such as contact lists, SMS messages, GPS, etc. In this paper we proposed ML model for malware detection in   the 

Android system.   It predicts the malware from android data is to find the accuracy more reliable. In an Android Malware 

Detection using machine learning, ML algorithms can be employed to analyze and classify applications as either benign or 

malicious. 
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I. INTRODUCTION 

 To fight against the explosive growth of Android malware, we propose a static malware detection framework. This framework 

is two-tier architecture, including the ensemble of base learners MLP and the fusion of base leaner output by SVM. At the first 

stage, the double disturbance of feature space and sample space ensures the diversity of the training subsets, and PCA is run on 

these subsets separately. For each branch, keeping all principal components achieved by the PCA and transforming the whole 

training dataset into a totally new set, MLP is run on this new set, to guarantee the accuracy of the base leaner problem's 

nature, prior research, the paper's objective, and its contribution should all be explained in the introduction. For ease of 

comprehension, the contents of each part may be provided. 

II. PROPOSED SYSTEM 

The Android Malware Detection using machine learning, several algorithms can be employed to analyze and classify 

applications as either benign or malicious. Here are some proposed algorithms for this purpose is  

1. Support Vector Machines (SVM) SVM is a supervised learning algorithm that can classify applications by finding the hyper 

plane that best separates the feature space into distinct classes. It is effective in handling high-dimensional data, making it 

suitable for feature-rich representations of Android apps. 

2. Multilayer perceptron (MLP) - A multilayer perceptron (MLP) is a feed forward artificial neural network that generates a set 

of outputs from a set of inputs.  MLP is multilayer network having input and output nodes; it uses the back propagation for 

training the network. 

3. Random Forest: - It is an ensemble learning method to build a multitude of decision trees during training. The output of it 

used for constructing decision trees in Malware detection 

4. K-Nearest Neighbors (KNN):- KNN classifies applications based on the majority class of their neighbouring data points in 

feature space. It is a non-parametric and instance-based learning algorithm suitable for identifying similarities in behaviour 

patterns.  

5. Principle Component Analysis (PCA ) Principal Component Analysis (PCA) is one of the most commonly used 

unsupervised machine learning algorithms across a variety of applications: exploratory data analysis, dimensionality reduction, 

information compression, data de-noising, and plenty more 

III. IMPLEMENTATION OF SYSTEM 

The system for malware detection is implemented as Step1- Input Data: - The input data collected from dataset repository. The 

data selection is the process of selecting the data for detecting the malware. Data Pre processing: - Data pre-processing is the 

process of removing the unwanted data from the dataset. 
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Screen shot shows the data frame for removing unwanted data. 

Feature Selection: - In our process, we have to implement the feature selection such as principle component analysis  

PCA - Principal Component Analysis (PCA) is unsupervised machine learning algorithms across a variety of applications: 

exploratory data analysis, dimensionality reduction, information compression, and data de-noising. It uses the orthogonal 

transformations to convert correlated features into a set of linearly uncorrelated features.  

Data partitioning technique: Data partitioning is done into two parts, one portions used for predictive model and other portions 

evaluates model performance.  Feature Reduction: - In our process, we have to implement the feature selection such as 

principle component analysis (PCA). The PCA uses the orthogonal transformation which is statistical process for converting 

the correlated features into a set of linearly uncorrelated features. Classification: - SVM: A Support vector machine (SVM) 

model is basically a representation of different classes in a hyper plane in multidimensional space. - MLP: A multilayer 

perceptron (MLP) is a feed-forward network which trains model in an iterative manner having input layer where data set 

values are applied the hidden layer where the data is processed and the output layer generates the set of outputs.  
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 Logistic Regression: Suitable for binary classification. - Decision Trees: Tree-like models that make decisions based on 

features. - Random Forest: Ensemble of decision trees for improved accuracy.  Support Vector Machines (SVM): Find a hyper 

plane that best separates classes. - K-Nearest Neighbours (KNN): Classify based on the majority class among its neighbours 

RESULT GENERATION The Final Result will get generated based on the overall classification and prediction. 

 

IV. FLOW DIAGRAM 

The proposed system is developed as follows: 

 

Figure1. System Flow Diagram 

DATASET : 

1. Select dataset(): 

selecting an appropriate dataset is crucial for training and evaluating models. The choice depends on your specific task, but 

some popular datasets are available for various types of problems.  

2. View dataset(): To view a dataset in machine learning, you can use the head() method in Python's pandas library. 

3. DATA PREPROCESSING : Clean dataset: Cleaning a dataset in machine learning involves preparing the data for analysis 

by addressing issues like missing values, outliers, and inconsistencies. 

4. FEATURE SELECTION:  Splitting the training and testing dataset: 

5. CLASSIFICATION:  Making predictions in machine learning involves using a trained model to forecast outcomes based on 

new, unseen data. Once you have a trained model, you can use it to predict the target variable for new instances. 

6. ANALYSIS: Result generation in the context of machine learning typically involves interpreting and utilizing the 

predictions made by a trained model on new or unseen data. Once you have predictions, you can analyze and present the 

results.  

V. CONCLUSION 

The input malware data is pre-processed to generate clean dataset for label encoding. Then it processed for feature selection 

method, in this method the dataset is split into training dataset and testing dataset. After that PCA algorithm is implemented 

and it will apply the feature reduction. Finally the classification method machine learning algorithm is used to predict the 

malware in android and the result based on accuracy and roc accuracy. 
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We conclude that, a machine-learning based method for the detection of malware attacks in the software. The research in the 

paper adopted an approach based on the random forest and KNN which was classify the attacks effectively. The experimental 

results indicate that the proposed approach outperformed the machine learning algorithms and achieved the highest 

performance in terms of Accuracy, Precision and F1-score. 
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